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I. PURPOSE

The purpose of this grant is to develop methods and pfocedures,
including computer codes, for performing engineering calculations which
will be useful for the United States delegations to international
administrative conferences concerning satellite communications. During
the interim 15 January 1986 to 11 July 1986, attention has been directed
almost exclusively toward Fixed Satellite Service (FSS) 1issues since
this service will be a major topic at the World Administrative Radio

Conference in 1988 (WARC-88).

1I. SOLUTION TIME ANALYSIS OF THE EXTENDED GRADIENT AND CYCLIC
COORDINATE SEARCH ALGORITHMS

In our 1last interim report [9], we described an experiment
conducted to determine which of two search techniques, an extended
gradient search (EGS) or a cyclic coordinate search (CCS), performs
better when solving satellite synthesis problems formulated as nonlinear
programs as suggested in [6]. A complete presentation of the experiment
can be found in a recent technical report [11].

So far, our analysis of the search methods has dealt almost
entirely with the quality of the solutions found by the methods.
However, we are also interested in the time required to obtain solutions
with the search algorithms. Here, we analyze the solution times
observed for the 64 computer runs made during our experiment. To
simplify our analysis, we assume that all service areas have the same
number of test points and that all satellites transmit signals on the

same number of frequency channels.
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We use the following notation for our solution time analysis:

number of satellites

=]
n

p = number of test points in a service area

f = number of frequencies at which each satellite transmits
signals

tp = time to perform an off-axis angle calculation
t; = time to compute a single-entry carrier-to-interference

(C/1) ratio at one test point for one intended channel
and one interfering channel

tz(n) = time to evaluate the objective function for an
n-satellite problem.
tg(n) = time to evaluate the gradiént of the objective function

for an n-satellite problem

We begin our solution time analysis by considering the worst-case
performance of the two algorithms. In the worst case, every iteration
of the EGS algorithm, as implemented by us, would involve 13 10-point
line searches. The total time for an m-iteration run of the EGS is

therefore bounded above by:

(130m+1)n(n-1)tp + (130m+1)n(n-1)pf2t1
o+ (130m+1)tz(n) + mtg(n) (1)

With our implementation of the CCS, every cycle (iteration) would
involve 5 searches of 10 points for each location variable and each
frequency variable in the worst case. Hence, the total solution time

for an m-cycle run of the CCS is bounded above by:

(200m+1)n(n-1)ta + (200m+1)n(n-1)pflt;
+ (100mn+1)tz(n) (2)




Upon examining (1) and (2), we see that the coefficients of tj
dominate these worst-case total time expressions. We can estimate the
worst-case solution time ratio for the two methods using the
coefficients of ty which appear in (1) and (2):

CCS worst case 20
Worst-case time ratio = --------ccoaaa-- . ———-
EGS worst case 13
This ratio is valid for comparing an m-iteration EGS run and an m-cycle
CCS run,

In all of the computer runs made so far, neither of the search
methods has exhibited worst-caselbehavior, at least in terms of solution
time. In the CCS runs made in our experiment, a total of 876 1line
searches were performed in 381 cycles. If the CCS had exhibited
consistent worst-case behavior, then 1905 line searches would have been
conducted. Hence, the performance of the CCS can be summarized as 46.0
percent of the worst case. |

A total of 941 line searches were performed in 438 iterations of
the EGS. True worst-case performance would have involved 5694 line
searches., Therefore, the observed behavior of the EGS is 16.5 percent
of the worst case.

We can estimate the solution time ratio for an m-cycle CCS run and
an m-iteration EGS run as follows:

20 * 46.0%

Estimated solution time ratio = ----=--=--x- = 4,3
13 * 16.5%

The actual average solution time ratio was approximately 5.6.



The difference between the estimated and actual solution time
ratios is due, at least in part, to the fact that we have considered
only the coefficients of tp in our worst-case total time expressions (1)
and (2). Also, every service area did not have the same number of test
- points, as we have assumed.

We can conclude from our analysis that it is not surprising that
the CCS consumed more computation time than the EGS in our experiment,
given the worst-casé total time expressions (1) and (2). It is
interesting to note that each cycle of the CCS behaved more like a
worst-case cycle than each iteration of the EGS did., This may be due to
the fact that the EGS identifies a promising search direction for each
line search, while the CCS blindly searches 1in coordinate directions
only. The chance that an improved solution is found in any line search
is therefore likely to be greater in the case of the EGS.

The results of our experiment clearly showed that better synthesis
solutions were found by the CCS [9,111. We see that there is a cost,
namely additional computing time, which must be paid in order to find
these better solutions. This additional cost can be quantified. A
cycle of the CCS is expected to take between 4 and 6 times as long as an
iteration of the EGS,

The analysis described above addresses the issue of solution time.
An analysis of the quality of the solutions found with these two methods
is described in [11]. By comparing the solution times for m-iteration
EGS runs and m-cycle CCS runs, we do not mean to imply that such runs
would yield synthesis solutions of comparable quality. In fact, we
would expect the solutions found via the CCS to be considerably better
than those found with the EGS [11].
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I11. ADDITIONAL EXPERIIE*TATIOH WITH THE EXTENDED GRADIENT AND CYCLIC

COORDINATE SEARCH ALGORITHMS

In our Tlast interim report [9] and in a recent technical report
[11], we described an experiment conducted to determine which of two
search methods, an extended gradient search procedure (EGS) or a cyé]ic
coordinate search algorithm (CCS), performs more reliably on satellite
synthesis'prob1ems formulated as nonlinear programs as.suggested in [6].
The objective anction in this formulation seeks to maximize the
smallest aggregate C/I  ratio calculated for any test point in
any service area. We also sought to identify the factors that affect
the performance of the search methods most when solving synthesis
problems. The test problem we used in our experiment consisted of seven
BSS satellites, each serving a different South American administration.

Earlier, we had exercised the search methods on a second test
problem which consists of eight FSS satellites, all serving the Eastern
U.S. [10]. We describe another experiment using this second test
problem in this report. This experiment was conducted in order to see
what effects, if any, allowing a service area to be served by md]tip]e
satellites would have on our conclusions from the first experiment.

We included five factors in our experiment. Each factor had one of
two levels, a low level or a high level, in each computer run made. The

factors and factor levels are listed below in Table 1.




Table 1

Factors and Factor Levels

Factor Levels

- - - S T an D D P S mD wp b mE S S G N e S G W D D Gy AL GO D WD M WD WS e a

Factor Low High

A-Algorithm s s

B-Location Spacing | 0.1° 1.0°

C-Starting Locations centered at 80° spaced from 100°

D-Arc Length 74°-100° 60°-100°

E-Run Length 5 CPU minutes or 10 CPU minutes or
10 iterations 20 iterations

Since no cross-polarized antenna discrimination patterns were known
to us at the time of our experiment, we used co-polarized FSS
discrimination patterns and assumed all of the satellites used the same
frequency for signal transmissions. Hence, there are no factors directly
‘re1ated to frequency in this experiment. It was determined thét
collocating the satellites at any 1longitude prevented the EGS from
finding improved solutions. The components of the gradient would be the
same in this case, and the EGS would move the satellites to the same new
locations. No separation between satellites could ever be achieved with
this initial solution configuration. As a result, the minimum initial
separation between satellites was set at 0.1°, instead of the 0° used in

our earlier experiment.




The experimental design was a 1/2-fraction of a 25 factorial design
[1]. A total of 16 runs were made. Each factor was set at both of its
levels in eight of the runs.

The results of this experiment are almost identical to those of our
first experiment. The CCS again outperformed the EGS; however, the
magnitude of the difference in the average worst aggregate C/I ratios
for the two methods was about 28 percent sma11ef in the second
experiment. The average worst aggregate C/1 ratio at any test point in
any service area for the CCS runs was 27.755 dB (range: 24,79 dB to
30.39 dB). For the EGS runs, the average worst aggregate C/I ratio was
11.9775 dB (range: -7.44 dB to 25.42 dB).

The same factors and factor combinations that had the most
significant effects on the performance of the search methods in the
first experiment also tended to be significant in the second experiment.
The eight most significant effects in each of the experiments are shown

in Table 2.




Table 2

Summary of Significant Effects

Second Experiment First Experiment
Factor(s) UEffect  Rank  Effect  Rank
Mean 19.87d8 1 30.68dB 1
Algorithm(A) 15.78dB 2 21.91dB 2
Location Spacing(B) 8.60dB 3 -4.58d8 6
A/B -8.40dRB 4 4.58d8B 6
B/Starting Locations(C) 5.54dB 5 -4.60d8B 5
A/B/C -5.49d8B 6 5.35dB 4
c -5.45dB 7 -1.29d8 10
A/C 5.37dB 8 -0.53dB 25
Arc Length(D) 0.25d8 15 7.97d8 3
Frequency Spectrum N/A N/A 4,26dB 8

The main conclusion that should be drawn from Tahle 2 is that the
choice of an algorithm is the most critical factor in the successful
application of these search methods. From the statistics presented on
on the average worst C/I ratios and the positive effect of the algorithm
factor, it is clear that the better choice is the CCS.

Table 2 also suggests that the choice of the CCS offsets the
significant main effects of location spacing and starting 1locations and

their interaction effect. For example, the location spacing main effect




was 8.60 dB in the second experiment and -4.58 dB in the first
experiment [11]. The algorithm-location spacing interaction effect was
-8.40 dB in experiment 2 and 4.58 dB in experiment 1. The opposite
signs on the location spacing main effects indicate that greater initial
spacing between satellites (1.0° versus 0.1°) 1led to better final
solutions when the satellites were identical, that is, in experiment 2.
However, initial solutions in which nonidentical satellites were
collocated (0° versus 1.0°) led to better final solutions in experiment
1. |

In Tlight of our two experiments, we conclude that the CCS is a
considerably more reliable solution technique for satellite synthesis
problems formulated as suggested in [6]. As pointed out in Section II
of this report, the CCS will require more solution time than the EGS,
but the payoff in terms of solution quality suggests that the extra

solution time may be a worthwhile investment.

IV. RESULTS FOR INTEGER PROGRAMMING SYNTHESIS MODELS AND THE BENDERS®

DECOMPOSITION APPROACH '

In a dissertation [4] to be completed soon by a Ph.D. student
supported by this grant, attempts to solve several satellite synthesis
test problems, ranging in size from 10 to 26 satellites, are described.
These synthesis problems are formulated as mixed integer programs. Fach
problem was solved twice, once with the objective of minimizing the
total deviation between desired and prescribed satellite locations and
once with the objective of minimizing the maximum deviation from a

desired 1location. In most cases, a proven optimal solution was not




found by a branch-and-bound algorithm [3] or by Benders' decomposition
[2] before some criterion for run termination was met. Feasible
solutions were identified in all but a few cases, however.

The cost of solving large satellite system synthesis problems for a
global optimum by applying either a branch-and-bound method or Benders'
decomposition may be prohibitive. Yet, both approaches have been
reasonably successful at identifying feasible solutions to our test
problems. They may still have considerable merit when viewed as
heuristic approaches dedicated to finding feasible solutions. These
approaches may also be valuable when solving small synthesis problems,
for example, if large synthesis problems are decomposed into smaller,
easier-to-solve problems.

The computational results for the mixed integer programming and
Benders' decomposition approaches will be summarized in a forthcoming

technical report [5].

V. A PERMUTATION ALGORITHM FOR SATELLITE SYNTHESIS

In this section, we briefly describe a new heuristic wmethod for
finding solutions to satellite synthesis problems. A more complete
description of the method can be found in the dissertation by Gonsalvez
[4] and in a forthcoming technical report [57.

The new heuristic method is a switching, or permutation, algorithm,
An initial ordering of the satellites is selected, usually hased on the
satellites' assumed desired locations. For any given ordering, the

satellite synthesis model used with the Benders' decomposition approach
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is reduced to a linear program [4,7]. The linear program associated
with the selected ordering is solved. Next, all possible pérmutations
of k adjacent satellites are systematically considered. Any
permutations that lead to immediately improved solutions, as measured by
the objective function, are made. The method continues until no more
groups of k adjacent satellites can switch positions and produce an
improved solution. At that time, the method is terminated, or k is
incremented and the prbcess is repéated. The switching method has been
implemented for k=2, k=3, k=4, k=5, and k increasing frbm 2 to 5.

Feasible solutions to all of our test problems, including a
59-satellite problem based on the O0ASTS2Gl scenario, have been found
with the switching method. Larger values of k (k= 4 or 5) and the
increasing k seem to produce the best results. Feasible solutions tend
to be found quickly; many improved feasible solutions are typically
found. Solutions known to be optimal were found for some of the
problems with the switching method. 4

The switching method has a major advantage over the other sq]ution
strategies studied because location-dependent satellite separations,
instead of constant, conservative separations, can be enforced. It is
therefore less likely that a solution that is truly feasible would be
overlooked simply because of the conservative nature of the satellite
separations used previously. The use of these Tlocation-dependent
separations could not be incorporated into any of the other integer
programming models we have investigated without considerably

complicating the models or the solution procedures.
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So far, we have used the switching method with the objective
functions of minimizing the total deviation and the maximium deviation
between desired and prescribed satellite locations., The switching
method can be used with other objective functions because the method
itself does not exploit the structure of the synthesis models with the

objective functions mentioned above.

VI. SYNTHESIS MODELS FOR ARC ALLOTMENT OPTIMIZATION

The models for satellite system synthesis that we had developed so
far on this grant have been point assignment models. We have recently
begun to consider a synthesis model which allots a segment of the
geostationary orbital arc to each satellite, to each administration, or
to a group of administrations. We will use the word "satellite"
throughout this presentation with the understanding that
"administration" or "group of administrations" could be wused in its
place. Our arc allotment model also accommodates the deployment of
multiple satellites in an allotted arc segment.

Nur mixed integer programming model for the point assignmént
problem can be modified so that arcs can be allotted to satellites. We
have chosen the maximization of the shortest arc segment allotted to any
satellite as the objective function for this model., The decision
variables for satellite locations are no longer needed because specific
locations for satellites are not determined. Instead, decision
variahles for the eastern and western 1limits of each satellite's

allotted arc are included, Parameters for the satellites' desired

12




locations are not used in our arc allotment model. But, the parameters
pertaining to feasible arc restrictions and minimum required orbital
spacings are used.

The required satellite separations that are enforced for point
assignment problems are also enforced in arc allotment problems. Rather
than specifying at least how far satellite locations must be removed
from one another, these required separations specify hbw far removed the
nearest points on two allotted arcs must be.

Some of the satellite separations have to be modified in the arc
a]lothent problem. If the required satellite separation for two
satellites 1is 0°, then the arés allotted to those satellites can
overlap. To allow for this possibility, the zero-valued required
satellite separations are replaced with large (very) negative numbers in
the constraints which enforce the separation of arcs. If this were not
done, the arcs allotted to satellites that can be collocated without
causing excessive interference cou]d at most have a common endpoint.

The basic arc allotment model can be modified so that the length of
the shortest weighted arc allotted to a satellite is maximized.; Then
the 1length of the arc allotted to satellites can be based on each
satellite administration's population or anticipated communications
traffic.

The work completed so far in the area of arc allotments is
summarized 1in a working paper [8]. We believe that the arc allotment
model is a good candidate for the application of the switching heuristic
[4,5]. A model for the arc allotment problem that is amenable to

solution by Benders' decomposition has also been formulated.
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VII. PLANS FOR THE NEXT INTERIM

Our plans for the interim from 12 July 1986 to 11 January 1987 are

focused in two areas related to FSS system synthesis. First, we plan to

.study the minimum required satellite separation concept in greater

depth. Our current separation calculation assumes all satellites are
identical, all antenna beams are elliptical, and each satellite
transmits signals at one frequency. Furthermore, we include only the
down-Tink in our calculations. We plan to investigate how the required
satellite separation calculation might change if the up-link is included
and if there are nonhomogeneous satellite systems, shaped antenna beams,
and transmissions at multiple frequencies.

We also plan to continue our investigation into alternate models
and solution techniques for satellite synthesis. We are studying a
variety of objective functions for point assignment synthesis models. A
model for the allotment of orbital arc segments has heen formulated. We
will attempt to determine if any of the candidate models have

advantages, primarily computational advantages, over the others. The

'potential applicahility of the switching heuristic to other satellite

synthesis models will be investigated.
Should the need arise to shift our attention to problems of greater
immediate importance, as determined by NASA, we will redirect our

efforts accordingly.
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